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A closed matrix form solution of the Bloch–Torrey equation is
resented for the magnetization density of spins diffusing in a
ounded region under a steady gradient field and for the Stejskal–
anner gradient pulse sequence, assuming straightforward gener-
lization to any step-wise gradient profile. The solution is ex-
ressed in terms of the eigenmodes of the diffusion propagator in
given geometry with appropriate boundary conditions (perfectly

eflecting or relaxing walls). Applications to rectangular, cylindri-
al, and spherical geometries are discussed. The relationship with
he multiple propagator approach is established and an alternative
tep-wise gradient discretization procedure is suggested to handle
rbitrary gradient waveforms. © 1999 Academic Press

Key Words: pulsed-gradient spin-echo NMR; Bloch–Torrey
quation; restricted diffusion.

INTRODUCTION

Pulsed-gradient spin-echo NMR is a powerful method
tudying molecular diffusion (1–4). In restricted geometrie
he observable echo attenuation contains structural inform
bout the confinement of the diffusing particles. By extrac

his information from a suitably designed experiment one
een able to characterize various sophisticated morpholo
uch as colloids (5–7), porous materials (8–17), and biologica
issues (18–21).

Spin-echo phenomenology is well understood (1–4). Theo-
etically, the problem reduces to the solution of the so-ca
loch–Torrey equation (22) for the transverse magnetizati
ensity m(r , t) in a linear gradient field with appropria
oundary and initial conditions,



t
m~r , t! 5 2igf~t! xm~r , t! 1 D¹ 2m~r , t!, [1]

hereD is the diffusion coefficient,g is the product of th
yromagnetic ratio and the gradient strength,f(t) is the effec

ive temporal shape function of the gradient, which is take
e in thex direction. Exponential relaxation is factored o
he generalized gradient waveformf(t) includes the effect o
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hase-inverting RF pulses which can be mimicked by sw
ng over the sign of the gradient. The signal is proportiona
he total magnetization,

M~t! 5 E dr m~r , t!. [2]

quation [1] is derived in a usual way from the quan
volution equation through the introduction of a stocha

erm and conversion to the interaction representation.
Linearity of the gradient makes it possible to solve Eq. [1

he continuum. For isotropic unrestricted diffusion (23, 24),

M~t! 5 expF 2Dg2 E
0

t

dt9S E
0

t9

dt0f~t0!D 2G , [3]

here we have used the condition of complete spin repha
0
t dt9f(t9) 5 0, realized in a typical experiment. We have a
ssumed that the signal is normalized, i.e.,M(0) 5 1. In the
ajority of the gradient NMR applications, one deals ei
ith a steady gradient,fSG(t) 5 1, or with a two-pulse
tejskal–Tanner gradient profile (23),

fST~t! 5 2u ~t! 1 u ~t 2 d!

1 u ~t 2 D! 2 u ~t 2 D 2 d!, [4]

here u (t) is the Heaviside step function. Other pulse
uences are also used to satisfy particular purposes b
bove two are the most common and, importantly, they ca
ll the essential features of the gradient NMR experiment

he normalized signal in these cases, we have

MSG~t! 5 exp~2Dg2t 3/3!, [5]

MST~D, d! 5 exp@2Dg2d 2~D 2 d/3!#. [6]

No exact solution of Eq. [1] with an arbitrary gradie
aveformf(t) is available for restricted diffusion, even in o
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343SPIN ECHO IN RESTRICTED GEOMETRIES
imension. However, the problem is easily handled in
wo-pulse scheme within the short gradient pulse limit (g 3
, d 3 0, while q 5 gd remains finite). The echo signal

hen related to the Green’s functionG(r , r 9, t) of the diffusion
perator as follows (25),

MST~D, q! 5 E dr dr 9m~r , 0!eiqz~r2r 9!G~r , r 9, D!, [7]

herem(r , 0) is the initial distribution, typically equilibrium
(r , 0) 5 r(r ), and the vectorq is directed along the gradien
(r , r 9, t) satisfies the equation

S 

t
2 D¹ 2DG~r , r 9, t! 5 d~r 2 r 9!d~t!, [8]

nd the boundary condition,

Dn z ¹G 1 HG 5 0, [9]

t the interface of the confinement, wheren is the outward
urface normal andH is the effective surface relaxivity.H 5
corresponds to the case of perfect reflection which is m

matically special, since only in this case isG(r , r 9, t) con-
ervative andG(r , r 9, `) 5 r(r 9). The narrow-pulse appro

mation expressions for the echo signal are available for a
asic geometries (rectangular, cylindrical, and spherical),
oth reflecting and relaxing walls (14, 16, 26–32). It has been
ossible to analyze even more complicated geometries (13) as
ell as to study the exchange of material between diffe
onfinements (9–11, 17) and with the surrounding mediu
33, 34). A characteristic feature of the short-gradient-pu
xperiment is the so-called “diffusive diffraction”—cohere
henomena directly attributable to the underlying structure8).
With modern development in NMR hardware, it has ind

ecome possible to produce short gradient pulses of
ntensity during which the motion due to diffusion is negl
le. However, the validity of the narrow-pulse approxima
emains one of the central concerns of the gradient N
ommunity (27, 28, 32, 35–40). Practically, the narrow-puls
imit is not always realizable. The need to ensure that
isplacement is small during the pulses constrains the dis
cales which can be probed using this experiment. Nume
imulations have shown that finite pulse widths may, if
ompletely destroy the coherence, at least considerably s
nd shift the diffraction peaks (27, 28, 35, 36). Since there ar
lways other complications in real systems which may c
imilar effects, such as the size and shape polydispersity
onfinements, surface relaxation, etc., one has to under
he role of finite pulse widths in a controllable and simple w
urthermore, there are certain applications where the gra

s constant, as in stray field experiments.
e

h-

e
th

nt

e

d
h

R

e
ce
al
t
ear

se
he
nd
.
nt

Diffusion during the gradient pulses introduces consider
omplications into analytical study. Several approximat
re available. One is termed the Gaussian phase approxim

n the NMR literature, which is otherwise known as the tr
ated cumulant expansion. This approximation prevailed
ecently (27, 38, 41–47). The cumulant expansion result
he echo signal is

M~t! 5 expF2
1

2
g2 E

0

t

dt9 E
0

t

dt0f~t9! f~t0! K~t9 2 t0!G ,

[10]

here the correlator is defined as

K~t! 5 E dr dr 9xx9r~r !G~r , r 9, t!. [11]

ased on the assumption of the Gaussian phase distributi
n the case of free diffusion, the cumulant expansion has a
arrow range of applicability limited to short times in
teady gradient experiment and to smallq in the Stejskal–
anner experiment. This is where the spins start to “feel”
alls. The cumulant expansion fails to predict oscillation

he signal at high gradient strengths in the steady gradien
nd it does not exhibit any diffraction-like minima for t

wo-pulse gradient profile (39, 48).
Sheltraw and Kenkre have introduced the memory-func

pproximation on the basis of the application of the projec
perator method to the evolution equation of the system
ity matrix (39). Their main result,

Ṁ~t! 1 g2f~t! E
0

t

dt9f~t9! K~t 2 t9! M~t9! 5 0, [12]

s derived perturbatively, assuming the gradient to be s
nd, as a consequence, it does not reproduce the proper n
ulse limit. However, qualitatively this technique predicts b

he oscillations and the diffraction effects. The memory-fu
ion results have an appealing simplicity and are certa
seful in their range of applicability (smallg). The cumulan
esults can be derived from the memory-function results in
arkovian approximation, i.e., by removingM(t9) from the

ntegral in Eq. [12].
An alternative and very successful multiple propagator

roach has been developed by Caprihan, Wang, and F
hima (32). The method is based on the representation o
eneral gradient waveform by a succession of sharp imp
ith an appropriate propagator for each stage of the evolu
lthough the idea is clear and simple, the final expression
umbersome and computationally quite intensive. Calla
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344 A. V. BARZYKIN
as shown that the multiple propagator scheme can be re
n a matrix form considerably simplifying numerical calcu
ions (40). This certainly is a practical solution to the probl
t hand for an arbitrary gradient waveform. Can the th
rovide any simpler recipe, say, for a steady gradient?
uestion has been addressed very recently and the ans
es. We have applied the projection operator method dir
o the Bloch–Torrey equation withfSG(t) 5 1 and obtained a
xact nonperturbative solution for the total magnetization
losed matrix form in terms of the eigenmodes of the diffu
ropagator (48). The memory-function result is reproduced

he limit of smallg. Any step-wise gradient pulse sequence
e treated analytically in the same way since the evolutio

he magnetization density between the pulses is purely d
ive and thus known. As an illustrative example, we h
onsidered diffusion on a line segment with perfectly reflec
oundaries, both under a steady gradient and for the Ste
anner pulse sequence. The purpose of this paper is to d

he corresponding formulas for other basic geometries, i.e
ylinders and spheres, as well as to include the surface r
tion.

DIRECT SOLUTION IN ONE DIMENSION

Before proceeding further with the matrix solution m
ioned in the Introduction, we will show that in one dimens
he exact solution of the Bloch–Torrey equation under a st
radient,fSG(t) 5 1, can be obtained directly. Consider dif
ion on a line segment of length 2a. Practically, this means th
iffusion is restricted only in one dimension, such as by
arallel planes. The spacing between the planes is deno
a rather thana, in order to more directly compare with t
ase of the cylinder and the sphere. The gradient is ap
long the direction normal to the planes. It is convenient to
imensionless length and time, i.e.,x 3 x/a and t 3 Dt/a2.
he only parameter of the problem is nowz 5 ga3/D, which

s the ratio of the maximum difference between the pre
ional frequencies in the confining spacega to the inverse o
he characteristic diffusion timeD/a2. The Bloch–Torrey
quation takes the form



t
m~ x, t! 5 2izxm~ x, t! 1

 2

 x2 m~ x, t!, [13]

ith x [ [21, 1]. The origin is at the center of the segme
fter Laplace transformation over time Eq. [13] reduces to
rdinary differential equation

m̂0~ x, s! 2 ~s 1 izx!m̂~ x, s! 5 2m~ x, 0!, [14]
ed

y
is
r is
ly

a
n

n
of
u-
e
g
al–
ive
or
x-

-
,
dy

o
as

ed
e

s-

.
e

here

m̂~ x, s! 5 E
0

`

dte2stm~ x, t! [15]

enotes the transform. The general solution of the above
ion is given by

m̂~ x, s! 5 C1y1 1 C2y2 1 y1Y2 2 y2Y1, [16]

hereC1 andC2 are the constants determined by the boun
onditions,

y1 5 z1/ 2I 1/3~w!, [17]

y2 5 z1/ 2K1/3~w!, [18]

ith z 5 x 2 is/z andw 5 2
3(iz) 1/ 2z3/ 2, which represent tw

inearly independent solutions of the corresponding hom
eous equation, and

Yj 5
2

3 E dx yj m~ x, 0!, [19]

5 1, 2. I n and K n denote the Bessel functions. For
quilibrium initial distribution,m( x, 0) 5 1

2, we obtain

Y1 5 1
2~iz! 21/ 2G 21S4

3DSw

2D
4/3

1F2S2

3
;

4

3
,

5

3
;

w2

4 D ,

[20]

Y2 5 p~3iz! 21/ 2G 21S2

3DSw

2D
2/3

3 1F2S1

3
;

2

3
,

4

3
;

w2

4 D 2 ~p/ 2Î3!Y1, [21]

hereG(n) is the gamma function and1F 2 is the hypergeo
etric function. In order to calculate the signal, we m

ntegratem̂( x, s) overx and then perform the inverse Lapla
ransformation. The solution obtained appears to be mo
cademic interest than of any practical value since it invo
ather complicated functions of complex argument ma
aplace inversion a tricky numerical procedure which is ha
dvantageous over a straightforward numerical integratio

he original partial differential equation using a standard fi
ifference scheme. Besides, the approach itself is not ge
nd applies only for this particular restricted diffusion probl
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345SPIN ECHO IN RESTRICTED GEOMETRIES
MATRIX SOLUTION

teady Gradient

A general and systematic way to treat the spin-echo pro
n restricted geometries is to express the solution in term
he Green’s function of the diffusion operator which conta
ll the information about the confinement. Thereby we will
educe one problem to another, of course, but to a conside
impler one. Methods of solution of the diffusion equation
arious geometries are well known (49). Some geometries a
ractable exactly. In this sense, the spin-echo problem in
ill be solved. We have been able to fulfill this task rece

or the case of a steady gradient by using the projec
perator technique (48). The method is described in full det
lsewhere for a physically different but mathematically eq
lent problem of diffusion-assisted reaction kinetics (50). By
sing the standard eigenmode expansion of the Green’s

ion (49),

G~r , r 9, t! 5 r~r ! O
n50

`

un~r !un~r 9!e2lnt, [22]

hereun(r ) denote the normalized eigenfunctions andl n the
ssociated eigenvalues, we can write the final solution fo

otal magnetization in the matrix form

M̂SG~s! 5 @Q̂ 21~s!#0,0, [23]

here

Q̂~s! 5 sI 1 L 1 igW , [24]

Wn,n9 5 E dr xr~r !un~r !un9~r !, [25]

Ln,n9 5 lndn,n9, [26]

, n9 5 0, 1, . . . ,`, I is the identity matrix, andd n,n9 is the
ronecker delta. The above solution assumes the equilib

nitial condition and the perfectly reflecting boundary con
ion. Originally, we presented it in a somewhat different, al
ompletely equivalent, form obtained naturally from the o
tor solution with all the operators projected onto the equ
ium distribution.

Equation [23] can be derived without projection operat
ust by expandingm(r , t) in terms of the known basis. Th
rocedure is familiar from quantum mechanics. By substitu

he expansion

m~r , t! 5 r~r ! O
n50

`

an~t!un~r ! [27]
m
of
s
t
bly

lf

n

-

c-

e

m
-
it
-
-

,

g

nto Eq. [1], we obtain for the coefficients,

a~t! 5 exp@2t~L 1 igW !# z a~0!, [28]

here

an~0! 5 E dr un~r !m~r , 0!. [29]

iven the equilibrium initial condition, we can write for t
ignal,

MSG~t! 5 U T z exp@2t~L 1 igW !# z U, [30]

r in the Laplace domain,

M̂SG~s! 5 U T z Q̂ 21~s! z U, [31]

here

Un 5 E dr un~r !r~r !. [32]

t should be noted that in an experiment the signal is us
ormalized to its amplitude in the absence of the gradient

ESG~t! 5
U T z exp@2t~L 1 igW !# z U

U T z exp~2tL! z U
. [33]

n the case of perfectly reflecting boundaries,u0(r ) 5 1, Un 5

n,0, ESG(t) 5 MSG(t), and Eq. [31] reduces to Eq. [23].
The matrix solution was, in fact, implicit in the work
obertson, who considered the spin-echo restricted-diffu
roblem under a steady gradient in one dimension (42). How-
ver, instead of analyzing this solution, he reformulated
roblem in terms of the density matrix, applied the projec
perator method, performed the perturbation expansio
owers ofz, made a local-time approximation, and arrived

he first-order truncated cumulant expansion in the end
ave seen that systematic application of the projection ope
ethod to the Bloch–Torrey equation under a steady gra

eads back to the matrix solution; nothing else can be expe
The above solution is exact although it contains matrice

nfinite dimensions. In practice, we need to truncate the m
es at a certain finite dimensionN which should be chose
epending on the gradient strength. Convergence of the

ion in this respect is guaranteed by rapidly increasing ei
alues. This is very important. Fast convergence is the
actor of the applicability of this method. We have shown t
t least in the case of one-dimensional restriction, only a
odes are required to attain excellent accuracy of the trun
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346 A. V. BARZYKIN
atrix solution for experimentally typical values of the gra
nt strength (48).
Numerically, after the matricesL and W are defined, on

an simply evaluate the matrix exponential in Eq. [30] to
he signal. Analytically, the structure of the truncated ma
olution can be more clearly demonstrated by Laplace-in
ng Eq. [31]. The evolution of the total magnetization is t
escribed by a superposition ofN exponentials in the tim
omain,

MSG~t! 5 O
j51

N

cj exp~sjt!, [34]

heresj are the roots ofD(s) 5 0, D(s) is the determinant o
ˆ (s). Note that Re(sj) , 0. The coefficients are given by

cj 5
U T z Q̃~sj! z U

D j~sj!
, [35]

hereQ̃(s) is the adjoint matrix ofQ̂(s), and

D j~s! 5
D~s!

s 2 sj
. [36]

n the case of perfectly reflecting boundaries,

cj 5 m0,0~sj!D j
21~sj!, [37]

herem 0,0(s) is the minor ofQ̂0,0(s).
Thus, the signal relaxation modes are determined by

oots of theNth-order polynomial. The two-mode approxim
ion essentially coincides with the predictions of the mem
unction theory. Particularly simple expression is obtained
he basic geometries discussed below (parallel planes, cyl
nd sphere). As a consequence of the gradient linearity an
ymmetry of these simple geometries, we haver(r ) 5 r and

0,0 5 W1,1 5 U 1 5 0. We also have

W0,1 5 W1,0 5 r E dr xu0~r !u1~r !, [38]

o that

D~s! 5 ~s 1 l0!~s 1 l1! 1 e 2, [39]

heree 5 gW0,1, and finally for the echo signal,

M SG
~2!~t! 5 U 0

2e2l0te2gtFcosh~vt! 1
g

v
sinh~vt!G , [40]
x
rt-

e

-
r
er,
the

here

g 5 1
2~l1 2 l0!, [41]

v 5 ~g 2 2 e 2! 1/ 2. [42]

he normalized echo signal is given by

ESG
~2!~t! 5 e2gtFcosh~vt! 1

g

v
sinh~vt!G , [43]

his generalizes the memory-function result of Sheltraw
enkre derived for perfectly reflecting boundaries (39). Inclu-
ion of additional eigenmodes does not essentially improv
emory-function solution. In contrast, the truncated ma

olution rapidly converges to the exact result as the numb
odes is increased.
Previously, we used a slightly different terminology. By

-mode approximation we meant thatN lowest eigenmode
re involvedbesidesthe equilibrium mode. We feel that all t
odes should be included in the definition, particularly in v
f the fact that in the case of surface relaxation there i
quilibrium.

tejskal–Tanner Pulse Sequence

Now that we understand how to handle the steady gra
ase, we can focus on the experimentally more impo
tejskal–Tanner pulse sequence. Our goal is the signal
nd of the second pulse. It does not change after the grad
witched off in the case of perfectly reflecting boundaries s
he bulk relaxation is factored out. We will consider this c
rst and then discuss the effect of surface relaxation.
We have three consecutive stages. The magnetization

ity at the end of one stage provides the initial condition fo
ubsequent stage. Using the results of the preceding secti
an write for the magnetization density after the first grad
ulse,

m~r , d! 5 r~r !u T~r ! z e2dV* z U, [44]

hereV 5 L 1 igW and the asterisk denotes the comp
onjugate. The intermediate stage is purely diffusive and

m~r , D! 5 E dr 9G~r , r 9, D 2 d!m~r 9, d! [45]

5 r~r !u T~r ! z e2~D2d!L z e2dV* z U.

iven this initial condition, the magnetization density at
nd of the second pulse is given by
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m~r , D 1 d! 5 r~r !u T~r ! z e2dV z e2~D2d!L z e2dV* z U.

[46]

inally, for the echo signal,

MST~D, d! 5 U T z e2dV z e2~D2d!L z e2dV* z U, [47]

nd taking into account the fact thatUn 5 d n,0 for perfectly
eflecting boundaries,

MST~D, d! 5 @e2dV z e2~D2d!L z e2dV*#0,0. [48]

n the long-time limit (D 3 `) this reduces to

MST~`, d! 5 MSG~d! M*SG~d!. [49]

ue to the symmetry of the geometries we consider h
*SG(d) 5 MSG(d), but this is not true in general. The trunca
atrix solution can be handled either by numerically eva

ng the matrix exponentials in Eq. [48] or by expressing
ignal in the form

MST~D, d! 5 O
k,l51

N

ckl e~sl1sk!d, [50]

here

ckl 5 O
j50

N21
m0, j~sl!m*j ,0~sk!

D l~sl!D*k~sk!
e2~D2d!l j [51]

nd s k are the roots ofD*(s) 5 0. For the high symmetr
roblems considered here,s k 5 sk.
In the case of relaxing walls we can still use Eq. [47

alculate the total magnetization provided that the first gra
ulse comes immediately after the first RF pulse and the s

s acquired immediately after the second gradient pulse
1 d 5 2tRF, wheretRF is the RF pulse separation in the Ha

pin-echo pulse sequence. Otherwise, we must take int
ount the distortion of the equilibrium magnetization den
istribution before the first gradient pulse and the additi
ignal relaxation after the second. The result is

MST~D, d, t1, t2!

5 U T z e2t1L z e2dV z e2~D2d!L z e2dV* z e2t2L z U, [52]

heret 2 5 2tRF 2 t 1 2 D 2 d (see Fig. 1). Equation [50] ca
till be used but the coefficients are now given by
e,

t-
e

nt
al
.,

c-
y
l

ckl 5
U T z e2t1L z Q̃~sl! z e2~D2d!L z Q̃* ~sk! z e2t2L z U

D l~sl!D*k~sk!
.

[53]

he normalized echo signal,

EST~D, d, t1, t2! 5
MST~D, d, t1, t2!

U T z e22tL z U
, [54]

s experimentally observable.
The above general expressions are considerably simp
ithin the two-mode approximation for the basic geome
iscussed below. We obtain

EST
~2!~D, d! 5 @ESG

~2!~d!# 2 1 ~e/v! 2sinh2~vd!e22gD, [55]

rrespective oft 1 andt 2. This generalizes the memory-functi
esult of Sheltraw and Kenkre derived for perfectly reflec
oundaries (39). We can include more modes, if necessary
ttain any prescribed precision. It is also clear that we
onsider any step-wise pulse sequence in the same way

MATRIX ELEMENTS

ectangular Geometry

We now focus on the application of the above general re
o the simplest geometries with one-, two-, and three-dim
ional restrictions. We begin with a one-dimensional prob
n which diffusion occurs between a pair of parallel planes
he gradient is applied along the direction normal to the pla
n dimensionless form, this problem is described by Eq. [

e haver( x) 5 1
2 and for the eigenmodes,

ln 5 a n
2, [56]

un~ x! 5 Î2bnScos@an~ x 1 1!# 1
h

an
sin@an~ x 1 1!#D ,

[57]

FIG. 1. Schematic representation of the Stejskal–Tanner pulsed-gr
pin-echo experiment.
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here

bn 5
an

Îa n
2 1 h~h 1 1!

, [58]

5 Ha/D, anda n are positive roots of the equation

tan~2an! 5
2han

a n
2 2 h2 , [59]

umbered in increasing order,n 5 0, 1, . . . ,`. As a result
e have for the non-zero elements of theW-matrix,

W2j ,2k11 5 W2k11,2j 5 22b2jb2k11

a 2j
2 1 a 2k11

2 1 2h2

~a 2j
2 2 a 2k11

2 ! 2 ,

[60]

here j , k 5 0, 1, . . . , `. Note that even and odd roo
ctually satisfy different equations,

a2jtan~a2j! 5 h, [61]

a2j11cot~a2j11! 5 2h. [62]

t can be readily shown that in the limit ofh 3 0,

an 5 pn/ 2, [63]

un~ x! 5 ~2 2 dn,0!
1/ 2cos@an~ x 1 1!#, [64]

nd the result for perfectly reflecting walls is reproduced,

W2j ,2k11 5 W2k11,2j 5 2p 22~1 1 d j ,0!
21/ 2

3 @~ j 1 k 1 1
2!

22 1 ~ j 2 k 2 1
2!

22#. [65]

e also need to define the vectorU,

U2j 5 Î2ha 2j
21@a 2j

2 1 h~h 1 1!# 21/ 2. [66]

dd elements are zero. As mentioned in the preceding se
n 5 d n,0 for perfectly reflecting boundaries.

ylindrical Geometry

This is a two-dimensional problem handled in polar coo
ates,r and u. The gradient is applied across the diame
gain, we use dimensionless distance,r 3 r /a, time, t 3
t/a2, and the surface relaxivity,h 5 Ha/D, wherea is the

adius of the cylinder. We haver(r ) 5 1/p and for the
igenmodes,
n,

-
r.

lnm 5 a nm
2 , [67]

unm~r ! 5 ~2 2 dn,0!
1/ 2bnmJn~anmr !cos~nu !, [68]

hereJn are the Bessel functions,

bnm 5
anm

Jn~anm!
~a nm

2 1 h2 2 n2! 21/ 2, [69]

nda nm are the roots of

anmJ9n~anm!/Jn~anm! 5 2h, [70]

umbered in increasing order,n, m 5 0, 1, . . . , `. In the
imit of h 3 0, the lowest root tends to zero,a 00 . =2h 3
, corresponding to the equilibrium distribution,u00(r ) 5 1. It

s convenient to keep double indices here. In practice, we
o place all the elements in order of increasinga nm.

The elements of theW-matrix are given by

Wnm,n9m9 5 dn,n961~1 1 dn,0 1 dn9,0!
1/ 2bnmbn9m9

3 E
0

1

drr 2Jn~anmr !Jn9~an9m9r !. [71]

e could not find any simple analytical representation for
ntegral in Eq. [71]. Numerical integration is trivial, howev
n the case of perfectly reflecting boundaries, we obtain fo
lements ofW which characterize the correlation between
quilibrium mode and the higher eigenmodes,

W00,1m 5 Î2a 1m
21~a 1m

2 2 1! 21/ 2. [72]

nly these correlation factors appear in the memory-func
nd the first-order truncated-cumulant-expansion solution
ally, we have for the non-zero elements ofU,

U0m 5 2ha 0m
21~a 0m

2 1 h2! 21/ 2. [73]

pherical Geometry

For a sphere of radiusa, the gradient is applied along t
olar axis of the spherical polar coordinate frame. We us
ame dimensionless parameters as those above. We
(r ) 5 3/(4p) and for the eigenfunctions,

unm~r ! 5 Î2/3bnm j n~anmr ! Pn~cosu !, [74]

here j n are the spherical Bessel functions,Pn are the
egendre polynomials, and
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b nm
2 5

2n 1 1

h~h 2 1! 1 a nm
2 2 n~n 1 1!

a nm
2

j n
2~anm!

. [75]

he eigenvalues are given byl nm 5 a nm
2 , as above, but no

nm are the roots of

anm j 9n~anm!/j n~anm! 5 2h, [76]

umbered in increasing order. Everything is very similar to
ylinder case. In the limit ofh 3 0, the lowest root tends
ero, a 00 . =3h 3 0, corresponding to the equilibriu
istribution,u00(r ) 5 1. TheW-matrix elements are given b

Wnm,n9m9 5 dn,n961

2~n, 1 1!

~2n, 1 1!~2n, 1 3!

3 bnmbn9m9 E
0

1

drr 3j n~anmr ! j n9~an9m9r !,

[77]

heren, 5 min(n, n9). Integration overr in Eq. [77] can be
erformed analytically but the results are too cumbersom
ffer any practical advantage over the straightforward nu

cal integration. We only present the elements responsibl
he correlation between the equilibrium mode and the hi
igenmodes in the case of perfectly reflecting walls,

W00,1m 5 Î2a 1m
21~a 1m

2 2 2! 21/ 2. [78]

nly these correlation factors appear in the memory-func
nd the first-order truncated-cumulant-expansion solution
ally, we have for the non-zero elements ofU,

U0m 5 Î6ha 0m
21@a 0m

2 1 h~h 2 1!# 21/ 2. [79]

NUMERICAL RESULTS

Now that the matricesL, W, andU are defined, the rest
technical matter. Since the effects of surface relaxation

nite pulse widths have been analyzed in sufficient detail in
iterature (27–29, 32, 35–40), here we shall only demonstra
he convergence of the truncated matrix solution for a typ
et of parameter values. Figure 2 shows the time evolutio
he normalized total magnetization under a steady grad

SG(t), in different geometries forh 5 0.5 andz 5 30. This
s a rather large value ofz (i.e., the gradient strength), resulti
n strong oscillations. Note that the Gaussian phase app

ation is completely inadequate here (39, 48). The two-mode
pproximation describes well the initial stage of the kine
ut fails at long times. The three-mode approximation is m
etter and forN . 5 the curves become practically indist
e

to
r-
or
er

n
i-

nd
e

l
of
nt,

xi-

s
h

uishable. The numerical solution of the Bloch–Torrey eq
ion obtained via a standard discretization procedure in
ne-dimensional case is also shown for comparison. The a
ent is perfect.
Figure 3 illustrates the normalized echo signal for

tejskal–Tanner pulse sequence,E (D, d), as a function o

FIG. 2. Time evolution of the normalized magnetization under a st
radient,ESG(t), for spins diffusing between planes (a), in a cylinder (b),

n a sphere (c), withh 5 0.5 andz 5 30 (dimensionless parameters defi
n the text). The curves correspond to theN-mode truncated matrix solutio
ith N 5 2 (dotted),N 5 3 (dashed),N 5 6 (solid), and the short-gradien
ulse approximation (dash–dotted). Circles represent the numerical solu

he Bloch–Torrey equation in the one-dimensional case.
ST
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5 zd in different geometries forh 5 0.5,d 5 0.3, andD 5
. The two-mode approximation works well for smallq and
an be used to determine the apparent diffusion coefficien

FIG. 3. Normalized echo signal as a function of the amplitude of
educed wavevectorq/ 2p for the Stejskal–Tanner pulse sequence,EST(D,
), for spins diffusing between planes (a), in a cylinder (b), and in a sp
c), with h 5 0.5, d 5 0.3, D 5 1, and t 1 5 t 2 5 0 (dimensionles
arameters defined in the text). The curves correspond to theN-mode

runcated matrix solution withN 5 2 (dotted),N 5 3 (dashed),N 5 8
solid), and the short-gradient-pulse approximation (dash– dotted). C
epresent the numerical solution of the Bloch–Torrey equation in
ne-dimensional case.
or

ne-dimensional restricted diffusion, convergence of the
ated matrix solution is achieved within five modes. The
erical solution is also presented in this case and the a
ent is again perfect. For cylinders and spheres, more m
re required but still forN . 7 the curves are practica

ndistinguishable within the range ofq displayed. The conve
ence is better for smaller surface relaxivity and for la
ulse separation. We are talking about the absolute co
ence here. Noting the log scale in Fig. 3 we can see
eviations of theN-mode predictions from the exact resu
ill be within the experimental error even forN $ 3, partic-
larly in view of the fact that we are dealing with the norm

zed echo signal. In fact, experimentalists are sometimes
sfied with the accuracy of the Gaussian phase approxim
27), which is always worse than even that of the two-m
pproximation.
The short-gradient-pulse approximation is also show

ig. 3 for comparison. The corresponding expressions ca
ound in the literature (29). Here we only present the result
he planes, which, we believe, is simpler than previously
orted, albeit completely equivalent,

MST~D, q!

5
1

2 O
n50

` @sinc~an 1 q! 1 ~21! nsinc~an 2 q!# 2

1 1 ~21! nsinc~2an!
e2a n

2D,

[80]

here sinc(x) 5 sin(x)/x.
Now we show in Fig. 4 the comparison of the prediction

ur matrix solution with the simulations by Linse and So¨der-
an (36). The parameters chosen correspond to those us

heir Figs. 4(c), 5(a), and 6(a), namely,D* 5 DD/(2a) 2 5 0.2
nd g* g* 5 g(2a) 3/D 5 200. Theagreement is excellen
ote that in their definition of the dimensionless parameter
iameter, 2a, is used instead of the radius,a, as in this work
lso, these authors performed their analysis of the depend
f the echo attenuation onq by keeping the gradient amplitud
, constant and varying the duration of the gradient pulsd.
he results shown in Fig. 3 were obtained following a diffe
cheme, whereg is varied while d is kept constant. Bot
pproaches are used in practice.
Finally, the effect of distortion of the equilibrium magne

ation density distribution before the first gradient pulse
he additional signal relaxation after the second is illustrate
ig. 5 for h 5 1, d 5 0.1, D 5 0.5, andt 1 5 t 2 5 0.2 in

he one-dimensional case. Although the effect appears
ather weak, it will be stronger for asymmetric geometr
hus, to avoid complications, the experiment should be
igned in such a way thatt and t are as small as possible
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351SPIN ECHO IN RESTRICTED GEOMETRIES
MULTIPLE PROPAGATOR VERSUS STEP-WISE
GRADIENT APPROACH

As mentioned in the Introduction, the problem of spin
usion in restricted geometries under an arbitrary grad
aveform can be handled within the multiple propag
cheme of Caprihan, Wang, and Fukushima (32). It is impor-
ant to establish the relationship between this general me
nd our matrix solution for a step-wise gradient. As we s
ee, this relationship is very simple although the two
roaches are based on seemingly different grounds.
The idea of the multiple propagator approach origin

rom the short-gradient-pulse approximation. The grad
aveform is represented by a succession ofd-function im-
ulses,

fd~t! 5 t O
j50

N

cjd~t 2 jt!. [81]

t may be convenient to discretize the waveform amplitudecj

s well, but it is not necessary here and we can simply putcj 5
( jt). Thus, the translational motion of spins is subdivided

sequence ofN time intervals t during which the spac
volution of the magnetization density is described by
iffusion propagator,G(r , r 9, t), while all spin phase evolu

ion takes place at well-defined times at the boundaries of
ntervals with corresponding phase factors exp(2iq j z r ),
hereqj 5 uq j u 5 gtcj .
Callaghan has shown (40) that such a time discretizatio

rocedure leads to a closed matrix form of solution for the
agnetization at the end of the pulse sequence,

FIG. 4. Comparison of the matrix solution (lines) with the simulat
esults (symbols) of Linse and So¨derman (36) for the normalized echo sign
s a function of the amplitude of the reduced wavevectorq/ 2p for the
tejskal–Tanner pulse sequence,EST(D, d), for spins diffusing between plan

squares), in a cylinder (circles), and in a sphere (triangles) with refle
alls (h 5 0), for D 5 0.8 andz 5 25 (corresponding toD* 5 0.2 andg* g*
200 in the notations of Linse and So¨derman).
nt
r

od
ll
-

s
t

o

e

se

l

M~Nt! 5 ST~q0! z P
j51

N21

@R z A ~q j!# z S~qN!, [82]

here

Sn~q! 5 E dr r~r !un~r !exp~2iq z r !, [83]

An,n9~q! 5 E dr r~r !un~r !un9~r !exp~2iq z r !, [84]

R 5 exp~2tL!. [85]

In the case of a steady gradient,f(t) 5 1, one obtains

MSG~Nt! 5 ST~q! z @R z A ~q!# N21 z S~q!, [86]

hereq 5 gt. Let us now take the limitN 3 ` with Nt 5
. We have

lim
N3`

S~q! 5 U, [87]

z A(q) . I 2 1
N t(L 1 igW) and thus

lim
N3`

@R z A ~q!# N21 5 exp@2t~L 1 igW !#, [88]

here the matricesU andW are defined by Eqs. [32] and [25
espectively. Finally,

MSG~t! 5 U T z exp@2t~L 1 igW !# z U; [89]

g

FIG. 5. Normalized echo signal as a function of the amplitude of
educed wavevectorq/ 2p for the Stejskal–Tanner pulse sequence,EST(D, d,

1, t 2), for spins diffusing between planes. The curves correspond t
ollowing sets of parameters:h 5 1, d 5 0.1, D 5 0.5, andt 1 5 t 2 5 0
dotted), ort 5 t 5 0.2 (solid).
1 2
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352 A. V. BARZYKIN
.e., our matrix solution is reproduced from Callaghan’s ma
olution in the continuum limit where the number of sh
radient impulses in the discrete waveform becomes e

ively infinite.
On the other hand, if we assume that the true short-grad

ulse limit can be reached, at least theoretically, the mu
ropagator approach becomes exact while our matrix sol
equires effectively an infinite number of diffusion eigenmo
o converge. Let us illustrate this point by considering a si
-function pulse. The corresponding expression for the
agnetization is

Md~q! 5 E dr r~r !exp~2iq z r !. [90]

n the short-gradient-pulse limit our matrix solution reduce

Md~q! 5 U T z exp~2iqW ! z U. [91]

quivalence of the two expressions can be proved by exp
ng exp(2iqW) in Eq. [91] in a Taylor series, using t
rthogonality condition,

r~r ! O
n50

`

un~r !un~r 9! 5 d~r 2 r 9!, [92]

nd then collecting the terms back into an exponential f
nalytically, we need an infinite number of eigenmodes

eproduce Eq. [90]. The accuracy of the truncated m
olution is determined by the amplitudeq of the gradient. In
ther words, the two methods may have their advantages
practical viewpoint but theoretically they are equivalen

hey should be.
Finally, let us show how to handle an arbitrary wavefo
ithin the step-wise gradient approach. In analogy to
ultiple propagator scheme, we discretize the waveform

fu~t! 5 t O
j51

N

cj @u ~t 2 ~ j 2 1!t! 2 u ~t 2 jt!#. [93]

ow step functions are used instead ofd-functions. The am
litudescj are chosen in such a way that the area underf u(t) is
qual to the area underf(t) for eacht step, i.e.,

cj 5
1

t E
~ j21!t

jt

dt f~t! <
1

2
@ f~~ j 2 1!t! 1 f~ jt!#. [94]

he approximate equality holds for smooth gradient w
orms and smallt. The discretization procedure is illustrated
x

c-

nt-
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n
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al
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.
o
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m
s

e

-

ig. 6. As a result, we obtain for the total magnetization a
nd of the pulse sequence,

M~Nt! 5 U T z P
j51

N

exp@2t~L 1 igcjW !# z U. [95]

hus, any waveform may be handled in a simple and ge
ashion in terms of just three matrices,U, L, andW.

CONCLUDING REMARKS

We have addressed the problem of spin echo in restr
eometries under a step-wise gradient pulse sequence.
een shown that the evolution of the magnetization de
uring each pulse can be described in a simple matrix
here the matrices are defined in terms of the eigenmod

he diffusion operator in the given geometry with appropr
oundary conditions (perfectly reflecting or relaxing wa
lthough matrices of infinite dimensions are involved, t
an be truncated at a certain finite dimension to attain
rescribed precision. Convergence of the truncated matri

ution is guaranteed by rapidly increasing eigenvalues. O
ew modes are often sufficient to attain excellent accurac
xperimentally typical values of the gradient strength. We h
erived simple analytical expressions within the two-m
pproximation in the case of relaxing boundaries general
reviously reported memory-function results. The matrix
ents for three basic restricted geometries, namely, a

egment, a cylinder, and a sphere, have been calculated a
ehavior of the total magnetization in these cases has
nalyzed for the steady gradient as a function of time an

he Stejskal–Tanner pulse sequence as a function of the
litude of the reduced wavevector. The agreement of the

rix solution with the results of numerical simulations is p
ect. We have also established the relationship betwee
atrix solution and the multiple propagator approach dev

o handle arbitrary gradient waveforms by decomposing
aveform into a succession of sharp (d-function) impulses. A
tep-wise gradient discretization procedure that offers an
ative simple method for dealing with generalized grad
aveforms has been suggested.

FIG. 6. Step-wise discretization procedure for an arbitrary gradient w
orm.
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353SPIN ECHO IN RESTRICTED GEOMETRIES
The method of solution of the Bloch–Torrey equation
loyed here is familiar from quantum mechanics. We h
imply shown that given a discrete spectrum of eigenva
haracteristic of confined systems, this method provid
traightforward way to calculate the echo signal. We be
hat at this stage we may say that the problem of spin ec
estricted geometries is solved. This is, of course, in the s
hat it is reduced to a simpler restricted diffusion probl
rovided that one can obtain an eigenmode expansion fo
iffusion propagator, the solution for the echo may be wri
own directly, avoiding the need for numerical simulatio
or arbitrary gradient waveforms, one can use either the

iple propagator scheme in Callaghan’s matrix formulatio
he step-wise gradient matrix approach given in this pa
here is no longer any need to resort to the Gaussian p
pproximation with its narrow range of applicability. Mo
ccurate but equally simple analytical expressions can b

ained within the memory-function approximation (or the tw
ode approximation).
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